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Abstract

Twenty years ago, the semiconductor industry was in-
vesting millions dollars to build tools to investigate tech-
nology defects, to modelize them and guarantee reliability.
The technologic knowledge resulting from this investment
has made possible the arrival of smartcards as low-cost
portable security devices enabling several today applica-
tions. As a side effect, the same knowledge also provided the
basis for new attack means allowing one to break security
devices. Reliability has for a long time been considered as
the final goal in electronic design. Despite internal and ex-
ternal perturbations, devices were conceived to eventually
output a result, be it correctly computed or partially incor-
rect. What we expect today from perturbed devices is also
to not compromise their secrets. We will see on some exam-
ples how, through the last decade, attacks were devised that
take advantage of potential unreliable hardware behaviors
to recover internally managed secret key material. Study-
ing these examples, we will draw some perspectives for the
security industry to win the faults battle.

1. Introduction

Since the beginning of the era of semiconductor indus-
try, there has been a race to shrink the technologies, in order
to increase the density of components available on a given
area and then to put more and more chips on wafers. This
has generated very important investments in building tools
to investigate technology defects and to modelize them. As
a matter of fact, as technology is shrinking, the silicon man-
ufacturers engineering teams need sharper tools to physi-
cally investigate the defects while the design teams need
to rely on adequate models for building their new architec-
tures. These two branches serve the same objective, having

reliable chips, in term of coherent construction as well as in
term of complete technology testing.

2. The reliability race

In the meantime the aeronautic industry was integrating
more and more electronic devices, embedded systems, etc
... The huge cost of an aeronautic operation leaded to put a
reliability layer at system level which was added to the safe
electronic components to resist an environmental stress like
cosmic rays in the case of spatial systems.

The protection added ranged from redundancy to error
detecting or correcting capabilities of the devices. The kind
of redundancy used relied for example on building several
instances of the same system, by independent teams and on
different technologies and then compare their results to es-
tablish a vote in order to take the decision. Previous work,
due to L. Lamport et al. known under the name of “the
Byzantine Generals Problem” [3] reports an algorithm to
solve the problem of taking decisions in an untrustworthy
environment. But such a replicated approach has the consid-
erable drawback to be very expensive for customer-oriented
products like multimedia applications that moreover do not
need to go this far in security concerns. Of course, redun-
dancy can be addressed at a lower level by duplicating se-
lected parts of the device, according to the knowledge of the
error model. For instance only CPU registers can be repli-
cated, since a single bit change in the condition code reg-
ister can turn the expected behavior in its complete oppo-
site.

Unfortunately, the cost of redundancy adding, at the bo-
som of cost-effective and customer oriented small devices,
even partial and despite its efficiency to thwart errors, is
often not compatible with mass-market products price re-
quirements.



In the early age of computers, in order to improve storage
reliability, error detecting and correcting capabilities were
developed in a more mathematical and theoretical approach.
Classical Error Correcting Code (ECC) such as Hamming
and Reed Solomon Codes, are still widely used. The latter
can be found in audio Compact-Disc systems to improve er-
ror tolerance and reduce alteration effects dues to media ma-
nipulations.

For checking the integrity of a memory area or in trans-
mission of a burst of data, mechanisms like Cyclic Redun-
dancy Code (CRC) and checksum have been standardized.

Furthermore CRC and ECC can easily be implemented
at a reasonably low cost and guarantee most of the time an
accurate level of integrity for a known fault model. Thus,
this kind of protection was implemented to assert a degree
of confidence, in Personnal Computer memories, but also in
secure tokens like smartcards.

3. Where reliability meets safety

But secure tokens have other threats to face than cos-
mic rays. The idea came to malicious insiders to turn the
resulting tools of the race to reliability into attack means al-
lowing one to break security devices; these tools, first used
to debug products, range from passive ones like memory
scanner (SEM), to more invasive ones like the Focused Ion
Beam (FIB) that can be seen as a high-end ”cutter” to re-
move or partially deactivate physical parts of the device.
Fortunately, handling these tools limits the number of pos-
sible malicious people by the required skill and financial
resources. The latter is actually the key point because as
technology has shrunk these tools have become more and
more expensive. By the way, on current technologies these
threats are not the biggest hazard to face. In the meantime
the attacker have investigated a way to perform lower cost
attacks.

Spurred in 96 by the first publication of fault attacks on
cryptosystems by Boneh, Demillo and Lipton [2], the fault
makers have tried very simple setup like those described in
[4] on old fashion memories and were challenged to induce
defaults on today’s technology.

But breaching into the authentication process of a secure
device like a smartcard was already experimented by hack-
ers, using the well-known card tearing technique that can
be viewed as a kind of fault attack. Up to these publica-
tions, secret keys of cryptographic systems were not identi-
fied as targets of fault attacks. Even if some times requiring
very sophisticated and expensive material, faults have be-
come a major field of investigation these last years.

Today the concept of fault attacks has been investigated
to find ad-hoc fault models regarding the current technol-
ogy, but some key information on models are always under

investigation and will always be because of the continuous
evolution of technologies.

4. Description of Fault Injection

The so-called fault injection, whatever it works with
(rays, glitch, temperature) aims at disturbing the normal
flow of execution of the running program, or at modify-
ing the content of memories or registers. One generally dis-
tinguishes transient faults from permanent faults. The for-
mer implies that the disturbed device can recover its ”nor-
mal” state, immediately after the fault has occurred, or af-
ter a reset for instance. The latter first described in [1] im-
plies that the disturbed device will remain in its ”faulty”
state even after a power-off. Since classical programs and
the value they handle can be modified by malicious exter-
nal events, this attack was eventually transposed in the field
of cryptography. Indeed, secure token intensively use cryp-
tographic algorithms both for internal use and communica-
tion with the outside untrusted world. The first practical ex-
ample of fault injection in the last round of the DES was
demonstrated in the 2nd IBM Security Workshop that took
place in April 2000 in Amsterdam. The principle is to com-
bine by a simple bit-wise exclusive or, the equations of the
last round were a fault occurs in the right part of data and the
same equation without fault. Therefore we get an equation
that holds almost only for the good sub-key. With few er-
ror samples the last round sub-key is then easily recovered.
Against all expectation the famous randomization counter-
measure applied to prevent from DPA does not always help
in protecting from such previously described attack since
the equation holds even with randomized states.

It is well known that any cryptosystem is likely to fall un-
der the threat of a fault attack. Nowadays most of cryptosys-
tems are built iterating a core function (generally called
round for secret key ones) that involves few secret bits that
can easily be guessed if the round number is reduced to one
or a few by a fault in operation on the encryption. More
precisely, for secret key cryptosystems the round itself is
most of the time a weak sub-cipher, so that the result of a
few rounds can directly be broken by standard cryptanaly-
sis. For public key cryptosystems, like elliptic curve based
schemes, the work is even easier since a few computations
can reveal involved key bits. While reliability is still of con-
cern in those devices, attacks to steal internal data is the re-
current issue the silicon manufacturers and other actors in
this market have to handle. Safety is one of the main issues
that nowadays-secure tokens have to deal with.

5. How to make faults exploitation difficult

The first element that plays a major role in the diffi-
culty of faults exploitation is the technology evolution it-



self. The shrinking avalanche that makes technology tun-
ing more and more difficult has the benefic effect to make
unpractical most of the localized errors on dedicated parts
of silicon. Automatic routing techniques under relaxed con-
straints, also participate to the complexity of focalized er-
ror.

Sensors mechanisms that act as regulators for external
events like temperature or voltage, also make more difficult
the day-to-day job of the hackers; nevertheless portable se-
curity devices have to be smart enough in order to distin-
guish a real attack from an erratic but honest behavior due
to difficult conditions of use.

Still at the technology level, the fault maker often needs
synchronization points in order to improve the probability
of an effective and useful fault. Resorting to invasive tech-
niques in order to get these triggers has become also haz-
ardous with today technologies. A natural way for an at-
tacker to look for synchronization points are side channels,
and if no care is taken on the component leakage this can be
successful. Obviously, countermeasure addressing the side-
channel leakage are implemented in security devices and
avoid timing references for the fault maker pulling to ne-
glect the success probability for a subtly induced fault. With
the same effects, randomization of execution flow (by in-
duction of random delays) is an easy, low-cost and efficient
to implement (both in hardware or software) countermea-
sures against fault attacks. Working on the effects of differ-
ent kinds of faults, it was a very early identified matter of
fact that some instructions, like conditional jumps were at
risk. Obviously people have developed work-around some-
times going to simply never use such instructions.

Randomization techniques used to blind internal compu-
tations may also help, for instance in the attack that consists
in reducing the number of rounds in a DES by modifying
the round counter, since an attacker will recover blinded re-
sults and may have problems to deal with. But one has to be
careful in the way the randomization is done, since the at-
tack by fault injection in last round still works, as seen pre-
viously.

Obviously error control and corrections, from the sim-
ple double computation (serially or in parallel) to more so-
phisticated techniques based on coding theory, thus partic-
ipates to the reliability and can be turned into efficient and
well known countermeasures.

All of this must be completed by a fault strategy. At first
the implementation must ensure that every potential threat
is taken into account, and thwarted according to the appro-
priate risk model, and further, that detected or guessed faults
are correctly treated, providing none or very few informa-
tion to the outside. For example, one should not neglect that
if a secure device detects a malicious fault induction and
jumps into a blocking state, it then provides to the exter-
nal world the information that the fault appeared. In some

particular circumstances this can lead to secret material re-
trieval.

6. Conclusion

Faults attacks are far to be a new threat for secure-
devices. Its impact is still bad understood by the layman,
sometimes exaggerated, most of the time neglected. It must
embody a major concern for the industry. Even if today,
many techniques exist in order to counter the less costly
ones they make hardware and software more and more com-
plex increasing the price of the technology. What we can
also learn from the history of attacks in general, is that side-
channel, fault and classical cryptanalysis must not be only
considered separately.
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